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Abstract. A systematic study of the Langmuir-wave-caused dips (L dips) observed in profiles of the Al
Ly γ line emitted from laser irradiated sandwich targets indicates that these fine spectral features can be
used as a tool for density diagnostics in intermediately coupled plasmas. The spectroscopic data required
for a reliable identification of L dips were collected by a vertical-geometry Johann spectrometer providing
high spectral and spatial resolution. The electron densities deduced from the evolution of the L dips along
the laser target axis compare well with those derived from hydrosimulations and from measurements of
the line widths and shifts.

PACS. 32.70.Jz Line shapes, widths, and shifts – 52.70.La X-ray and gamma-ray measurements

1 Introduction

Space resolved X-ray spectroscopy of multicharged ions
has proven to be a powerful diagnosis technique for the
study of dense plasmas. The spectral lines emitted from
such plasmas are capable of providing information partic-
ularly on electron density, electron temperature and ion-
ization stage [1–3]. The spectroscopic measurements of the
plasma density are typically based on widths of the emit-
ted line profiles; the spectra are most frequently analyzed
by consideration of the Stark broadening due to electrons
and ions. In addition to quasistatic particle-produced
fields, radiating ions are subjected to a simultaneous ac-
tion of high frequency electric field originating from elec-
tronic plasma oscillations (Langmuir oscillations). The in-
teraction of the radiators with both these fields leads to
an appearance of fine structure within the spectral line
profile which can be observed as satellites at shoulders of
the emitted spectral lines [4] or as local depressions (here-
after L dips) at definite separations ∆λ from the line cen-
ter [5,6]. General considerations concerning the visibility
of these phenomena are subject of a paper [7]. The detailed
theory [8] suggests that L dips result from the resonance
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coupling of Langmuir oscillations electric field with ion
microfield. Their location from the line center depends on
the electron density and their width depends on amplitude
of the dynamic electric field. Thus assuming that L dips
are sufficiently resolved, they can provide an independent
method for determining the electron density Ne of the
emitting plasma region and for measuring the amplitude
of the quasimonochromatic electric field E0. L dips were
discovered experimentally in profiles of hydrogen spectral
lines [9] and explained theoretically in papers [9–12]. The
existence of these dips was confirmed in later experiments
at linear-, θ-, and z-pinches (see, e.g., [6,8] and references
therein). Successful observation of L dips in laser produced
plasmas is connected with the development of novel X-ray
spectrometers combining high spectral and spatial resolu-
tion. The first experimental evidence for their occurrence
in hot and dense Al plasmas is reported in [13].

In the present article we report on the use of L dips to
diagnose the laser produced plasmas. Benefiting from an
ultrahigh resolution spectrometer and specially designed
targets we reliably identified L dips in spectral profiles of
the Lyman series Al Ly γ line and used them to infer the
electron density of the emitting plasma as a function of a
distance from the laser-irradiated target surface. The data
are compared with those derived by means of line widths,
line shifts and 1D hydrodynamic simulations.
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2 Theoretical approach

An analytical theory of the L dip phenomenon was pre-
sented in [6,8]. In this section we briefly survey conclusions
relevant to our experiment.

The central point of the L dip phenomenon is a reso-
nant coupling between a quasistatic electric field F (usu-
ally represented by the low-frequency part of the ion mi-
crofield in plasmas) and the quasimonochromatic electric
field of the Langmuir oscillations E = E0 cos(ωpt + φ).
Here ωp = (4πe2Ne/m)1/2 is the plasma frequency, e
and m are the electron charge magnitude and electron
mass. In the dipole approximation (first order perturba-
tion), the level of a radiator with the principal quantum
number n splits under the action of the electric field F
into (2n− 1) equidistant Stark sublevels. In high density
plasmas the spatial non-uniformity becomes essential and
the first-order perturbation is not valid. This means that
a dipole approximation is no longer sufficient for describ-
ing the interaction of a radiator with perturbing ions and
higher multi-poles (at least quadrupole term) have to be
taken into account. When the quadrupole interaction of
the radiator with the perturbing ions is taken into account,
a separation ∆ωq+ between Stark sublevels with electric
quantum numbers q and q + 1 differs from a separation
∆ωq− between Stark sublevels q and q − 1 (q = n1 − n2,
n1 and n2 being the parabolic quantum numbers). The
resonant coupling between a quasistatic electric field F
and a quasimonochromatic electric field E is reached when
the separation between two neighboring Stark sublevels,
∆ωq, is equal to a multiple of plasma frequency ωp, i.e.,
∆ωq = kωp, where k is the number of the quanta involved
in the resonance. In the case of the first order resonance
k = 1.

In the profiles of the Lyman lines (np → 1s), the first
order resonance manifests as two L dips (L+ and L− dips)
whose position from the line center, ∆λq±, is

∆λq± ≈ − λ2
0

2πc

(
qωp + Cq±

√
2

27n3ZpZr

ω3
p

ωa

)
(1a)

Cq± = n2(n2 − 6q2 − 1) + 6n2q(2q ± 1) (1b)

where Zr is the nuclear charge of the radiator, Zp is the
charge of the perturbing ions, ωa = me4�

−3 ≈ 4.14 ×
1016 s−1 is the atomic unit of frequency, and λ0 is the
unperturbed wavelength. The first term in equation (1a)
reflects the dipole interaction with the ion microfield; the
second term takes into account — via the quadrupole in-
teraction — a spatial nonuniformity of the ion microfield.
For q = 0 the first term vanishes and there is only one
dip, the central dip.

Each L dip represents a structure consisting of the
dip itself (the intensity minimum at the location given
by Eq. (1)) and two surrounding bumps [6,8]. The bumps
are due to the fact that the mechanism of the dip for-
mation consists of a partial transfer of the intensity from
the wavelength of the dip to adjacent wavelengths on each
side of the dip. In the profiles of the Al Ly γ line emitted
from intermediately coupled plasmas, typically five L dips

Fig. 1. Density dependence of the calculated positions of the
most important L dips in the Al Ly γ line profile observed in
our experiments. The L dips (L− and L+) correspond to Stark
sublevel q = −1.

might be observed close to the unperturbed wavelength
λ0. These five dips correspond to q = −1 (red dips L+

and L−), q = 0 (the central L dip), and q = 1 (blue dips
L+ and L−). The density dependence of the calculated po-
sitions of the red L dips, which are well visible in emission
of the Al Ly γ investigated in our experiment, is shown in
Figure 1. The blue L dips are generally positioned too far
in the blue wing, i.e., in the noisy signal, and the central
dip is near the unperturbed wavelength and the intensity
maximum, so that it is not clearly visible.

3 Experimental set-up

The experiment was carried out on the nanosecond
laser facility at the LULI École Polytechnique, Palaiseau,
France [13]. The scheme of the experimental geometry is
shown in Figure 2. A single laser beam delivering up to
10 J of the frequency-quadrupled radiation (0.263 µm)
in a pulse length of 0.5 ns was focused to a spot with
a diameter of 80–100 µm, yielding intensity of the order
of 1–2 × 1014 W/cm2. The radiation was incident onto a
structured target consisting of a 50 µm-thick aluminum
foil sandwiched between two CH substrates (each 25 µm
thick, hereafter Al/CH target) or alternatively between
two Mg substrates (each 10 µm thick, hereafter Al/Mg
target).

By placing the sandwiched target through the center
of the focal spot, the transverse plasma gradients were
suppressed, the aluminum ions were kept in a constrained
flow perpendicular to the direction of the spectra observa-
tion and the effective plasma parameters were optimized
to the values favorable for the dip observation (hydrody-
namic simulations estimate the electron density and tem-
perature close to the irradiated target surface at about
3×1022 cm−3 and 300 eV, respectively). The spectra were
recorded in single laser shots and observed at an angle of
ψ = 2.0◦ ± 0.7◦ to the irradiated target surface.
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Fig. 2. The spectrometer (a) and the geometry of the target
(b). The wavelengths λϕ of the diffracted radiation are dis-
persed as a function of the vertical divergence angle ϕ, ψ is
the angle of the spectra observation with respect to the target
surface. The expansion of Al ions is spatially constrained by a
plasma created at CH or Mg substrates.

The high-dispersion spectroscopic data required for
identification of fine spectral features in the line profiles
were collected by a vertical-geometry Johann spectrome-
ter (VJS) [14]. The instrument disperses the radiation in
a direction parallel to the axis of the cylindrically bent
crystal, i.e., as a function of the vertical divergence an-
gle ϕ (see Fig. 2), and thus records two identical sets of
spatially resolved spectra symmetrically located with re-
spect to the maximum central wavelength λ0 (correspond-
ing to the Bragg angle θ0). The simultaneous production
of a pair of symmetric spectra provides a reference point
for the computational reconstruction of the spectroscopic
data and, at the same time, considerably increases the
experimenter’s confidence in reproducibility of relatively
tiny details in profiles of the emitted spectral lines. As
discussed below, this point was crucial for reliable identi-
fication of the L dips.

The VJS is equipped with a crystal of quartz (100)
cylindrically bent to a radius of 77.2 mm. The source
and the detector are positioned on the Rowland circle
and the spectra are recorded with 1D spatial resolution
of few micrometers (obtained in a direction perpendicular
to that of dispersion, see Fig. 2a). The ray tracing cal-

(a)

(b)

Fig. 3. Al Ly γ emission measured at the distances 8–48 µm
from the surface of laser irradiated (a) Al/CH and (b) Al/Mg
target. The red L− and L+ (q = −1) dips used for density diag-
nostics are marked with solid and dashed circles, respectively.
The regions with the anticipated occurrence of the central and
blue L dips are marked with ellipses in (b).

culations suggest that for the Al Ly γ, the VJS provides
spectral resolution of 4200 and average linear dispersion
of 175 mm/Å. For sources extended along the normal to
the target surface, the Bragg angle of the central ray θ0
decreases with increasing distance of the emitting region
from the Rowland circle. This explains the arched charac-
ter of the spectral lines recorded at the detector, as shown
in insertion of Figure 2a.

The spectra were recorded on the X-ray film Kodak
Industrex CX, the spatial resolution was limited to 8 µm
by the densitometer slit. The spectra were evaluated by
using the algorithm described in [14].

4 Experimental results and interpretation

Figures 3a and 3b show the profiles of the Al Ly γ
lines emitted from laser irradiated Al/CH and Al/Mg tar-
gets, respectively. The profiles display several tiny fea-
tures which are well reproducible in symmetric spectra
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Fig. 4. The left- and right-hand sides of the Al Ly γ spec-
trum emitted at the distance of 24 µm from the laser-irradiated
Al/Mg target surface; L-dip-bump structures are marked with
circles.

and move systematically with the decreasing distance from
the target surface, i.e., with the increasing electron den-
sity. Albeit the intensity modulations observed close to
the center and at the blue side of the spectral lines also
indicate some degree of reproducibility, we have restricted
to a detailed analysis of the most pronounced dips ap-
pearing at the red side of the line profiles where the VJS
provides extremely large linear dispersion and thus the
most reliable data. These features are labelled as L− and
L+. They represent the red L− and L+ dips, see Section 2.
For the density diagnostics we use both the red L− and
L+ dips. Generally, the visibility of L+ dip is better than
that of L− dip (due to the fact that the coupling between
the sublevels q = −1 and q = 0 is noticeably stronger
than the coupling between the sublevels q = −1 and
q = −2 [6]), and its density dependence is stronger than
that of the L− dip; However, since L+ dips are located
further from the line center where the statistical noise is
larger, for the density diagnostics, larger uncertainties are
associated. Our confidence in a correct identification of
the L dips is mainly based on the outstanding property
of VJS to produce simultaneously two mirror spectra (as
mentioned in Sect. 3); in other words, any real feature ob-
served in one side of the spectra should also be observed in
the symmetric part. As shown in Figure 4 where the left-
and right-hand spectra of the Al Ly γ are compared, the
fine structures observed in both mirror-symmetric spec-
tral records are nearly identical. The comparison of these
profiles indicates a degree of confidence in reliable iden-
tification of fine spectral features; partial discrepancies in
both spectra (in particular, different line widths) may be
ascribed to a slight misalignment of the densitometered
film resulting in a spatial misfit of a ±4 µm between both
records, and to statistical intensity fluctuations on the de-
tector. Additionally, the modulation of the intensity by the
most pronounced bump-dip-bump structures approaches
10%, while the standard deviation of the intensity mea-
surement at the locations of these dips is between 3 and
4%. For all laser shots providing comparable irradiation

Fig. 5. The measured space-dependent positions ∆λ of the L−

and L+ dips from the line center.

of the targets, the spectra demonstrate similar qualitative
features. Our analysis of several Al Ly γ line profiles emit-
ted from different regions close to the target surface iden-
tifies these features as L dips. They cannot be attributed
to the charge-exchange X dips [15,16]) which occur in het-
erogeneous plasmas (e.g. AlC plasma) and in contrast to
Langmuir dips, their positions are stable when varying the
density.

The distance ∆λ of the L− and L+ dips from the line
center decreases with the decreasing electron density (cf.
Fig. 1) but also the intensity and the FWHM of the spec-
tral lines drop rapidly; consequently the L dips begin to
merge into noise. The detailed shape and the visibility of
the L dips are discussed in papers [7,13]. The lower and
upper limits that determine the range of electron densities
where the L dips could be reliably identified in our mea-
surements are about 5 × 1021 cm−3 and 3 × 1022 cm−3,
respectively.

Figure 5 shows that for the laser-irradiated Al/CH tar-
get, the position of the L− (L+) dip from the line center
decreases from approximately 7 mÅ (9 mÅ), as observed
at the distance of about 16 µm from the target surface, to
5 mÅ (7 mÅ) at 48 µm, whereas for the Al/Mg target, it
decreases from 8 mÅ (11 mÅ) to about 5 mÅ (8 mÅ). Tak-
ing into account that the dip position from the line center
depends on the electron density of the emitting plasma
Ne (via ωp, see Eq. (1)), this behavior of the L− and L+

dips (i) complies with the expected distance-dependent
decrease of the plasma density and (ii) indicates that the
Mg substrates (as compared with the CH substrates) pro-
vide better lateral confinement for the Al plasma. More
generally, precise measurements of L dip positions obvi-
ously offer an alternative method for the plasma density
diagnostics.

To support quantitatively this conjecture, we compare
the electron densities deduced from the L dip positions
with the hydrodynamic plasma simulations and with al-
ternate methods for the density diagnosis based on the
analysis of the spectral line widths and shifts. The plasma
evolution was simulated by the 1D hydrodynamic code
MEDUSA [17] in a planar geometry. In the version of the
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Fig. 6. The space-dependent shifts and widths of the Al Ly
γ. The errors of the spectral line widths and positions intro-
duced by fitting the experimental data with pseudo-Voigt pro-
files amount to about 0.2 mÅ.

code used here, the hydrodynamic equations are supple-
mented by a time-dependent, non-local thermodynamic
equilibrium average-atom model. The effective plasma pa-
rameters (electron density and temperature) were aver-
aged over all time steps by using an emission rate of the
given spectral line as a weighing factor [18].

The standard methods for the density diagnostics are
typically based on precise measurements of the widths
and shifts of the emitted spectral lines which both in-
crease with the increasing electron density [19–21]. Here
we compare the full experimental profiles of the Al Ly γ
with those computed by using the codes IDEFIX [22,23]
(for higher densities) and the code PIM PAM POUM [24]
(for lower densities). Alternatively, the electron densities
are determined from the measured line shifts using the
quantum mechanical impact theory [20]. According to this
theory, the electron density corresponding to the Lyman
line shift ∆λ is

Ne[cm−3] = 1.24 × 1026 Z2
r

(λ0[Å])2D(n, l, Te)
∆λ[Å]

whereD is the tabulated line shift factor depending on the
principal quantum number n, orbital quantum number l,
and the electron temperature Te. The electron tempera-
tures required for determining D are those estimated by
means of the MEDUSA.

The shifts and widths of the Al Ly γ measured as a
function of the distance above the laser-irradiated target
surface are shown in Figure 6. Again, the line shifts and
widths increase with the decreasing distance from the tar-
get and close to its surface, the Ly γ shift and width ob-
served at Al/Mg target are about 30% and 27%, respec-
tively, larger than those at Al/CH target.

The consistency of hydrodynamic code simulations and
experimental methods used for the electron density deter-
mination in the range of Ne > 1021 cm−3 is demonstrated
in Figure 7. In the approximation of the 1D code used,
the hydrocode calculations predict the same plasma den-
sity distribution for both targets, thus it is shown in Fig-
ure 7a only. The observed widths and shifts of the spectral
lines, as well as the L− and L+ dip positions, were re-

(a)

(b)

Fig. 7. Comparison of electron densities deduced from
Langmuir dips, line shifts, hydrocode MEDUSA, the code
IDEFIX (for higher densities) and the code PIM PAM POUM
(for lower densities): (a) Al/CH and (b) Al/Mg target. Error
bars associated with L+ dips have larger markers.

lated to variations of the electron density along the laser
target axis. Obviously, all experimental methods indicate
higher plasma densities for Al/Mg than for Al/CH tar-
get (in particular, close to the target surface the Al/Mg
densities derived by line shifts, L− (L+) dips, and line
widths are by 30%, 44% (38%), and 72%, respectively,
larger). The densities inferred from the L− dip positions
compare favorably with those deduced from the line shifts.
In the case of Al/CH target, the results agree to within 8%,
whereas for Al/Mg target, the disagreement is less than
about 26%. The disagreement with L+ dip data is slightly
larger (up to about 21%), but also the uncertainties in
electron densities associated with L+ dips are larger due
to their location near to the noisy signal. The electron den-
sities deduced from hydrodynamic simulations and from
the line broadening are generally lower than those inferred
from the L dip positions. These discrepancies can be at-
tributed to experimental errors, uncertainties in the line
shape fitting procedure, and approximations used in the
modelling. The code MEDUSA does not incorporate the
possibility to simulate in detail the hydrodynamics of the
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structured targets, i.e., it does not distinguish the Al tar-
gets sandwiched between Mg or CH substrates. The dis-
crepancies are more pronounced for Al/Mg targets, where
the Al plasma confinement is obviously better. However,
the results obtained confirm that precisely measured posi-
tions of L dips may represent a viable density diagnostics
for intermediately coupled plasmas. Alternatively, the L
dips may provide a sensitive tool for validation of other di-
agnostic methods and for testing the theories of radiator-
plasma interactions.

5 Conclusions

Benefiting of an advanced X-ray instrumentation and of
a sophisticated design of the experimental configuration,
we confirmed the presence of reproducible fine structures
(dips) in profiles of the spectral line Al Ly γ emitted from
the densest part of laser-produced plasmas. We identified
the Langmuir-wave-caused dips occurring when the radi-
ating ions interact simultaneously with the ion microfield
and the quasimonochromatic electric field originating from
the electron plasma oscillations. The electron densities de-
duced from the positions of the red L dips observed in
the Al Ly γ emission of the sandwiched aluminum tar-
gets compare well with those derived from the line shifts
and the line widths measurements. The results obtained
confirm that Mg substrates are superior to CH ones when
a higher-degree lateral confinement of Al plasmas is re-
quired. The overall agreement among the densities exper-
imentally derived from the Langmuir-wave-caused dips,
line widths, shifts, and the 1D plasma modelling suggests
that reliably measured positions of the L dips might pro-
vide a new efficient tool for plasma diagnostics.
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